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Goals of Community GSI Efforts 

!  Provide current operational GSI capabilities 
to the research community (O2R) 

!  Provide a framework for distributed 
development of new capabilities & advances 
in data assimilation 

!  Provide a pathway for data assimilation 
research to operations process (R2O) 

!  Provide rational basis to operational centers 
and research community for enhancement 
of data assimilation systems 



•  Released GSI V2.0 and V2.5 
•  Formed GSI Review Committee 
•  Hosted the 1st community GSI 

residential tutorial 
•  Started R2O transition procedure 
•  Syncing of the trunks of GSI community 

(Boulder) and NCEP/EMC GSI 
repositories 

2009 

2010 

2011 

!  Unified variational data assimilation (DA) system 

•  Global and regional applications 

•  Weather and climate  

!  Operational system being used by  
•  NOAA (GFS, NAMS, RTMA, HWRF, RR…) 
•  NASA (GMAO global)  
and to be used by  
•  AFWA  

!  Distributed development 

•  Created GSI community (Boulder) 
repository 

•  Released the 1st community code (GSI 
V1.0) 

•  Started to provide complete 
community user support 
(documentation, website and 
helpdesk) 

•  Released GSI V3.0 
•  Hosted the 2nd community GSI 

residential tutorial 
•  Hosted the 1st Community GSI 

Workshop 
•  Co-hosted the HFIP GSI-hybrid 

workshop 
•  Hosted the 1st BUFR/

PrePBUFR website tutorial 
(with Users’ Guide) 

Community Gridpoint Statistical Interpolation (GSI) 

!  A community operational and research model 
•  Supported by DTC 



GSI Code Management 

•  GSI development and support is ordinated through the GSI Review Committee. 

•  A advisory committee to shepherd and coordinate new GSI development, and advise 
community support activities. 

•  A code review committee to review proposed modifications to the GSI code routinely. 
•  Formed of representatives from multiple agencies, which have been actively involved in the 

GSI development and support work. 
•  NCEP/EMC 
•  NOAA/ESRL 
•  NASA/GMAO 
•  NCAR/MMM 
•  NOAA/NESDIS (new member added in 2011) 
•  DTC – representing community users (please send your code change proposal to 

DTC gsi_help@ucar.edu) 
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•  The DTC GSI repository is synced with NCEP/EMC repository at least weekly. 
•  The DTC GSI repository also contains some community feature including multiple 

platform compilation utility released to public annually. 
•  Applications may use different revisions in the trunk (“snapshot”). 
•  Use tags or branches for: Release, new development, bug fix … 

!  “Which GSI should I use ? ” 
There is no “DTC GSI”, “EMC GSI” , “community GSI”,  or “global GSI”. There are only 
different versions of GSI from the GSI repository.  

GDAS NDAS 
Community release 

HWRF 

GSI Code Management 
•  GSI code is shared through the GSI repository with dual GSI trunk structure. 



GSI R2O Transition Procedure (2011 
Implementation) 

Community 
research 

Code development 
candidate 

1.  GSI Review Committee Scientific Review 
2.  Development, testing and merging 
3.  GSI Review Committee code and 

commitment review 

1 

Code commitment 
candidate 

(Branches) 
2 

3 
Code in repository 

trunk 

If you are interested in getting new 
development back to the GSI 
trunk, please contact GSI helpdesk 
(gsi_help@ucar.edu). 



Community GSI Release 

Release 
Version 

GSI Tag/
Revision 

Release 
Time Documentation Residential Tutorial Helpdesk 

Beta release 
v1.0 

Com-r41 
EMC-Q1FY09  

Jun, 2009 No No Friendly 
users only 

Official release 
v1.0 

Com-r41+ 
EMC-Q1FY09 

Sep, 2009 GSI Users’ Guide 
v1.0 

Lectures in WRFDA tutorial, 
July, 2009 
Instructional session during 
WRF workshop, June, 2009 

All users 

Beta release 
v2.0 

Com-r101 
EMC-Q1FY10 

Feb, 2010 No No Friendly 
users only 

Official release 
v2.0 

Com-r101+ 
EMC-Q1FY10,  

Apr, 2010 GSI Users’ Guide 
v2.0 June 28-30, 2011 All users 

Beta release 
v3.0 

Com-r593 
EMC-r12534 

Feb, 2011 No No 
Friendly 
users 
only 

Official 
release v3.0 

Com-r593+ 
EMC-r12534+ 
(EMC) 

Apr, 2011 GSI Users’ Guide 
v1.0 June 29-July 1, 2011 All users 

Code changes are reviewed and tested before being committed. 

<1 month 

<3 months 

~6 months 

~11 months 

~4 months 

~8 months 

7 



V2.0 (FY10)  

V3.0 (FY11)  GSI User Guide 

New chapters are added 8 

Chapters are  
updated/extended 



Community GSI –  Tutorial/Workshop 
!  2010 summer tutorial: 

!  14 lectures 
!  8-h practice session 

!  2011 summer tutorial 28-30 June, 2011: 
!  28-30 June 
!  13 Lectures (speakers from NCEP, 

NASA, NCAR, ESRL and DTC) 
!  4-h basic practice 
!  Optional advanced practice 

!  Full day on 30 June 

!  2011 GSI Workshop 28 June, 2011 

Upcoming events: 
 Tutorial: August 21-23, 2012, Boulder, CO 
Workshop: Spring 2013 (TBD) 



Extended BUFR/PrepBUFR Support* 

•  A new website dedicated to the BUFR/PrepBUFR support: 
http://www.dtcenter.org/com-GSI/BUFR/index.php 

•  BUFR/PrepBUFR User's Guide for both beginners and advanced players (Beta version) 
http://www.dtcenter.org/com-GSI/BUFR/docs/index.php 

•   A new webpage for sharing the BUFR/PrepBUFR processing code from both DTC and 
community users: 

         http://www.dtcenter.org/com-GSI/BUFR/examples/index.php 
•  Extended on-line practices that give users more hands-on experiences: 

http://www.dtcenter.org/com-GSI/BUFR/tutorial/index.php 

* To HFIP community and registered GSI users 

•  First webcast tutorial, Dec 13, 2011 
•  ~15 onsite 
•  39 via remote access (US: 37, international: 2) 



GSI Testing and Evaluation: GSI and WRFDA Comparison 

GSI WRFDA 

Applications Global,  
Regional-North American 
domain (extended) 

Regional-AFWA theater all 
over world 

Configuration Following NAM 
configuration, 
AFWA partial cycling 

AFWA configuration, AFWA 
partial cycling 

Observations GFS prepBUFR files 
(extended QC flags for 
global applications) 

AFWA “little_r” data files 
(coarse QC flags for specific 
domains) 

Background Background errors 
generated using GEN_BE-
GSI  

Background errors 
generated using GEN_BE-
WRFDA 

For DTC sponsors and community users,  
can they just use GSI with public accessed global data for regional applications?    



Data 

!  GSI has much more 
sounding data at 
00/12 (cut-off time) 

!  GSI missing SSMI/
airep/geoamv data 

!  WRFDA missing 
pibal/sat winds/
gpsrf* 

!  No METAR data for 
GSI (GSI QC on GFS) 

Assimilated Observations for GSI/WRFDA for 090918 (Spin-up) and 091000 



Verification against ECMWF 

•  GSI is superior in wind forecasts, while WRF-DA is better in temperature forecasts (especially 
at near surface layers). 

•  PrepBUFR data (e.g, surface data) QC flags should be appropriately set up for regional 
applications using GSI.  

•  Usage of regional background errors improves regional DA performance (separate study in 
2010). 



 HFIP EnKF-GSI Hybrid DA Testing and Evaluation 

EnKF 
member update 

member 2  
analysis 
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forecast 

GSI 
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forecast 
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forecast 
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forecast 

member 3  
analysis 

Previous Cycle Current Update Cycle 

(From Daryl Kleist, AMS, 2011) 

•  Regional code (including interface and scripts) is under development primarily by NCEP/
EMC and NOAA/PSD based on the global GSI based hybrid system at NCEP. 

•  Testing and evaluation are collaborated among NCEP/EMC, NOAA/PSD, AOML, DTC and 
other HFIP community. 



Objectives of DTC: 
!  Work with EMC and HFIP teams to coordinate distributed GSI-hybrid efforts, especially for 

regional applications.  

!  Encourage and help focus the ensemble communities (HFIP and others) to transition their 
new techniques to one unified regional GSI-hybrid system for regional forecast operations. 

!  Initiate and therefore provide repository support to HFIP community for hybrid 
development.  
!  Prepare for potential general community support 

!  Set up a testbed for GSI-hybrid and test and evaluate the prototype GSI-hybrid system for 
HWRF. 

Status: 
•  HFIP GSI-hybrid Workshop, Dec 9, 2011 

•  NOAA (AOML, NWS, EMC, ESRL), Navy 
(NRL, Naval postgraduate school), 
universities, NCAR, DTC, … 

•  Initiate the collaboration between DTC and 
developers 

•  Set up repository to share code for HWRF-GSI-
hybrid package development and testing and 
evaluation among EMC, NOAA/AMOL and 
NOAA/PSD 

•  Started to test the initial capability of GSI-hybrid-
ensemble component 



Data Assimilation Research Test (DART) 
System Testing and Evaluation 

!  Ensemble DA system developed and maintained by the 
NCAR Data Assimilation Research Section (DAReS) 

!  DART is compared with GSI in AFWA applications  
!  Ongoing… 



Future Plans: 
!  GSI Code Management and coordination  

!  Administrative structure maintenance  
!  Quarterly GSI Review Committee meeting 
!  Collaboration with other parterns 

!  Repository maintenance  

!  GSI Code Releases  
!  Beta: ~February, 2012 
!  Official: ~ June, 2012 (with complete user support and documentation) 

!  General GSI User Support  
!  Answer helpdesk inquiries 
!  Update GSI documentation 
!  Update GSI Users’ website/online support 

!  Tutorial  
!  August 21-23, 2012 

!  GSI and GSI-hybrid testing and evaluation 



"  GSI webpage 
http://www.dtcenter.org/com-GSI/users/ 

"  GSI helpdesk gsi_help@ucar.edu 
"  GSI email list gsi_users@ucar.edu 

Thank You! 


