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Faculty and graduate students 
at universities typically conduct 
basic research to better 
understand the fundamental 
workings of their area of 
interest, which in our field is 
the atmosphere. Transitioning 
these findings into practical 
applications, including 
operational weather forecasting, 
is then done by national labs 
and their cooperative institutes. 
Yet in many cases, university 
researchers are working on 
problems that are directly 
relevant to operations, and have 
the potential (with a little help) to 

Russ Schumacher, CSU

Global Model Test Bed: Bringing the Scientific Community 
into NCEP's Global Forecast Model Development
The DTC is at the core of an exciting new effort to more effectively bring 
the U.S. scientific community into the development of our national global 
weather forecast model, the National Centers for Environmental Prediction 
(NCEP) Global Forecast System (GFS). 

This effort is part of NOAA’s ongoing Next Generation Global Prediction System 
(NGGPS) Program, which started in 2014. NGGPS is a multimillion dollar effort 
to support implementation, testing and refinement of community-driven im-
provements that aim to transform the GFS into a unified weather and seasonal 
forecast system (UFS) with world-leading forecast skill. 

Up to now, the GFS has been developed primarily within NCEP’s Environmen-
tal Modeling Center (EMC) in College Park, MD. This has naturally led to barriers 
to effective participation of the external community. These barriers include lack 
of documentation about how to run the model and the implementation of the 
equations and parameterizations, limited model diagnostics and metrics, and 
lack of a well-organized and accessible code repository. Two further issues are 
software engineering that does not easily support the testing of major changes 
in the model physics and dynamics, and complications in accessing NOAA high-
performance computing resources for model testing. 

DTC’s Global Model Test Bed (GMTB), led by Ligia Bernadet and Grant Firl, is an 
ambitious project to make GFS/UFS model development much more user-friend-
ly, catalyzing partnerships between EMC and research groups in national labora-
tories and academic institutions. The GMTB aims to implement transparent and 
community-oriented approaches to software engineering, metrics, documenta-
tion, code access, and model testing and evaluation. 

A first step in this direction, in collaboration with EMC, has been the design of 
an Interoperable Physics Driver and design of standard interfaces for a Common 
Community Physics Package. These software frameworks allow for easy inter-
change of dynamical cores or different physical parameterizations. For instance, 
the suite of physical parameterizations used in the GFDL or CESM climate models, 
or a new cumulus or microphysical parameterization can be tried out within GFS. 

At present, the GMTB supports the use of a single-column version of the global 
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Sample results for Hurricane Matthew from GMTB evaluation of an alternative cumulus parameterization scheme,showing 
the daily averaged Upward Short Wave Radiative Flux (USWRF) and cloudiness 2 Oct 2016 0Z. Left is a control GFS run, middle 
is experimental run, right is the difference in the low cloud coverage between the two runs. Conclusion, the experimental run 
produces a lot more low level clouds than the control run.
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model. The single column is useful for running case studies that isolate particular 
physical processes such as stable boundary layers or tropical oceanic deep cu-
mulus convection, and global atmospheric simulations with specified geograph-
ical distribution of sea-surface temperatures. Global hindcast simulations can be 
evaluated using the same set of metrics currently used at EMC for weather fore-
casts, which focus on forecast lead times of 10 days or less. GMTB has already per-
formed an evaluation of an alternative cumulus parameterization scheme within 
GFS using this approach, and may soon be testing alternative microphysical or boundary-layer parameterizations.

To realize the vision of a unified model that can be used out to seasonal timescales, the GFS must also be system-
atically tested at lower grid resolution in an ocean-coupled mode. A ‘test harness’ of hindcast cases must be imple-
mented for evaluating model performance in that setting, in which skill in forecasting modes of low-frequency 
variability such as ENSO, the Madden-Julian Oscillation, and the North Atlantic Oscillation, as well as land-atmo-
sphere coupling, becomes paramount. Metrics of two-week to 6-month forecast skill must be agreed upon by EMC 
and the broader community and balanced with more typical measures of shorter-range weather forecast skill. 
GMTB will need to implement both the test harness of coupled model simulations and the unified metrics suite. 

Over the long term, GMTB will need to address a variety of other nontrivial challenges to be successful. The most 
important is maintaining a close working relationship with EMC, such that the codes, metrics, and cases that EMC 
uses for evaluating new model developments for operational readiness are the same as those used by outside 
developers. GMTB also needs streamlined access to dedicated high-performance computing such that a new user 
can quickly work on modifying and running GFS without lengthy delays in obtaining needed approvals and re-
sources. The above vision also places responsibility for GMTB to be the help desk for outside GFS/UFS model devel-
opers, which will require adequate trained staff and extensive improvement of model documentation. GTMB will 
need to play an important role in model evaluation, promoting transparent, trusted decision-making about what 
model developments are ready to be considered for operational testing and implementation (though NCEP will 
have the final word on what gets implemented for operations). Lastly, an important issue for the future scope of 
GMTB is whether and how to bring data assimilation, another key element of the forecast process, into this vision. 

Entraining a vibrant, diverse external community into NCEP global model development will bring broader divi-
dends. More eyes will lead to more insight into model strengths and weaknesses, and young scientists will natural-
ly learn about GFS and provide a talent pool for making it a world-leading model. The framework of interoperabil-
ity could be broadened to include climate models such as CESM, allowing further cross-talk between the weather 
and climate modeling communities. The UK Met Office has demonstrated the strength of this approach; surely the 
U. S. can marshal its intellectual resources to do even better and create the world’s best unified modeling system 
using the GMTB as a collaborative platform.

Contributed by Christopher Bretherton. 

(Global Model Test Bed continued from page one.)
“Entraining a vibrant, 
diverse external community 
into NCEP global model de-
velopment will bring broader 
dividends. ...Surely the U. S. can 
marshal its intellectual resourc-
es to do even better and create 
the world’s best unified model-
ing system using the GMTB as  
a collaborative platform.”

About Christopher S. Bretherton 

Chris is a Professor, Departments of Atmospheric Science 
and Applied Mathematics at the Univ of Washington. 



Participants in the Flash Flood and 
Intense Rainfall experiment, forecast 
discussion at the Weather Prediction 
Center and Hydrometeorology Testbed 
during the summer 2017.
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be considered for transition into the operational environment. How to cross the many hurdles associated 
with this transition, however, is not a topic that is well understood in the academic lab setting, where the 
project may be developed by a faculty member and one or two graduate students.

I've collaborated closely with forecasters and forecast centers in the past, mainly on what might be called 
"operationally relevant" research -- work that can inform the forecast process but isn't immediately 
applicable. This summer, I had my first real experience as a faculty member in formally testing a product 
that could be considered for operational transition. With support from NOAA's Joint Technology Transfer 
Initiative, we tested my Ph.D. student’s heavy rainfall forecasts at the Flash Flood and Intense Rainfall 
(FFaIR) experiment at the Weather Prediction Center (WPC) and Hydrometeorology Testbed during June 
and July of 2017. 

Preparing for the experiment raised several issues of a scientific and technical nature, that I was not really 
accustomed to having to think about in an academic setting. Some were fairly mundane, like "how do we 
generate files in the proper format for the operational computers to read them?" But others were more 
conceptual and philosophical: “How should a forecaster use this product in their forecast process? What 
should the relationship be between the forecast probabilities and observed rainfall/flooding? How can we 
quantify flooding rainfall in a consistent way to use in evaluating the forecasts?” 

So why do I bring all of these experiences up in the “DTC Transitions” newsletter? Because one of the 
DTC’s key roles is to facilitate these types of research-to-operations activities for the broader community 
(including universities as well as research labs.) One particular contribution that the DTC makes to this 
effort is the Model Evaluation Tools (MET), a robust, standardized set of codes that allow for evaluating 
numerical model forecasts in a variety of ways. For new forecast systems or tools to be accepted into 
operational use, they should demonstrate superior performance over the existing systems, and the only 
way to establish this is through thorough evaluation of their forecasts. Careful evaluation can also point 
to areas for additional research that can lead to further model improvements. The DTC also sponsors 
a visitor program that supports university faculty and graduate students to work toward operational 
implementation of their research findings. 

Conducting research-to-operations activities in an academic setting will certainly fall outside the comfort 
zone of many university researchers. Furthermore, we should be sure not to lose our focus on basic 
research, which is often best suited to academia. But the fruits of that basic research are also often ready 
to take the next step to direct application and broader use, and I encourage fellow academics to test out 
taking that step, especially with the support and tools offered by the DTC.

Contributed by Russ Schumacher. 

(Director’s Corner continued from page one.) Director’s Corner

About Russ S. Schumacher

Russ is an Associate Professor, Department of 
Atmospheric Science, Colorado State University. 
He is a member of the DTC Science Advisory 
Board (SAB).



DTC VISITOR PROJECT

Are mixed physics helpful in a convection-allowing ensemble? 
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As a 2017 DTC visitor, William Gallus is using the Community Leveraged Unified Ensemble (CLUE) output 
from the 2016 NOAA Hazardous Weather Testbed Spring Experiment to study the impact of mixed physics in a 
convection-allowing ensemble. Two of the 2016 CLUE ensembles were similar in their use of mixed initial and 
lateral boundary conditions (at the side edges of the model domain), but one of them also added mixed physics, 
using four different microphysics schemes and three different planetary boundary layer schemes.

Traditionally, ensembles have used mixed initial and lateral boundary conditions. Their perturbations generally 
resulted in members equally likely to verify; a good quality in ensembles. However, as horizontal grid spacing 
was refined and the focus of forecasts shifted to convective precipitation, studies suggested that problems with 
insufficient spread might be alleviated through the use of mixed physics. Although spread often did increase, 
rules of well-designed ensemble approaches were violated such as biases related to the particular physics 
schemes, and in some cases members that were more likely to verify than others. Improved approaches for 
generating mixed initial and lateral boundary conditions for use in high-resolution models now prompt the 
question – is there any advantage to using mixed physics in the design of an ensemble?

To explore the impact of mixed physics, the Meteorological Evaluation Tools (MET) has been run for 18 members 
of the two ensembles for 20 cases that occurred in May and early June 2016. Standard point-to-point verification 
metrics such as Gilbert Skill Score (GSS) and Bias are being evaluated for hourly and 3-hourly precipitation and 
hourly reflectivity. In addition, Method for Object-Based Diagnostic Evaluation (MODE) attributes are being 
compared among the nine members of each ensemble. 

Preliminary results suggest that more spread is present in the ensemble that used mixed physics, and that the 
median values of convective system precipitation and reflectivity are closer to the observed values. However, the 
median values are achieved by having a few members with unreasonably large high biases that are balanced by 
a larger set of members suffering from systematic low biases. Is 
such an ensemble the best guidance for forecasters? 

Accumulated measures of error from each member would 
suggest that the ensemble using mixed physics performs more 
poorly. The figure shows an example of the 90th percentile 
value of reflectivity among the systems identified by MODE as a 
function of forecast hour for the nine members examined in both 
ensembles. Additional work is needed along with communication 
with forecasters to determine which type of ensemble has the 
most value for those who interpret the guidance.

MET output and how the ensembles depicted convective 
initiation are also being examined, along with an enhanced focus 
on systematic biases present in different microphysical schemes. 
It is hoped that the results of this project will influence the 
design of the 2018 CLUE ensemble and that future operational 
ensembles used to predict thunderstorms and severe weather 
can be tailored in the best way possible. 

This visit has been an especially nice one for Dr. Gallus since 
he had done several DTC visits about ten years ago when the 
program was new, so the experience feels a little like “coming 
home”! The DTC staff are always incredibly helpful, and the 
visits are a great way to become familiar with many useful new 
research tools. Universities can become a bit like ghost towns in 
the summer, so he also enjoys the chance to get away to Boulder, 
with its more comfortable climate, great opportunities to be 
outdoors, numerous healthy places to eat, and opportunities to 
interact with the many scientists at NCAR.

Dr. Gallus is a meteorology professor at Iowa State University 
whose research has often focused on improved understanding 
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Figures: The 90th percentile 
reflectivity values from fore-
cast hour 6 through 30 for 
the nine members studied in 
the single physics ensemble 
(top) and the ensemble 
that includes mixed physics 
(bottom).  Both ensembles 
use mixed initial and lateral 
boundary conditions.  The red 
curve is the control member 
(common to both ensembles) 
and the black curve identifies 
the observed values.

and forecasting of 
convective systems. The 
CLUE output was provided 
by Dr. Adam Clark from 
NSSL, while observed 
rainfall, reflectivity, and 
storm rotation data were 
gathered by Jamie Wolff 
at the DTC, who is serving 
as his host, and Dr. Patrick 
Skinner from NSSL who is 
also working with CLUE 
output as a DTC visitor 
this year. Dr. Gallus is also 
working closely with John 
Halley-Gotway at the DTC 
who has provided extensive 
assistance with model 
verification via the MET and 
METViewer tools.

Contributed by Bill Gallus. 



Evan rappelling in Costa Rica, 
camping in Lost Creek Wilderness, 
Park County Colorado (middle) 
and at the Church of Hallgrimur 
in Reykjavik, Iceland. 
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Evan knew he wanted to be a meteorologist when he was five years old – every type of thunderstorm that blew 
through Kendall, FL enamored him. When Joe Cione, a hurricane researcher moved in across the street, his future 
career was sealed.

After graduating in 2010 from Florida State University with a B.S. in meteorology, Evan moved to Boulder for graduate 
school at the University of Colorado, where he analyzed model simulations and radar data from supercell thunderstorms. 
Cione serendipitously moved to Boulder about the time Evan graduated with his Ph.D. and invited Evan to do a postdoc. 
In that role he used similar techniques to the ones he used to study supercells and applied them to hurricanes. During 
his postdoc, he also became interested in writing and managing code efficiently. Joining the DTC has been a great 
opportunity to use and refine those skills further.

Evan currently works for the NOAA Earth System Research Laboratory Global Systems Division as the Node Activity 
Coordinator for the DTC Hurricane Task. His primary duty is to coordinate model development activities for the Hurricane 
Weather Research and Forecast (HWRF) system. He makes sure that model developers have access to the latest version 
of the HWRF code that runs operationally at NCEP, and that they can work within the HWRF code repository. This 
coordination helps transition innovations that improve the model forecast into operations. "It's satisfying to be on the 
cutting edge of numerical weather prediction," says Evan, "and to contribute to an operational system that is essential 
for protecting lives and property from hazardous weather."

Evan enjoys the physical and mental challenges of the Colorado mountains and spends most of his spare time outdoors. 
He likes to run, bike ride, hike, and backcountry camp. He is slowly ticking off the Fourteeners – his favorites so far have 
been Longs, Pikes, and Crestone Needle. About a superpower he wishes he had: "The pack that I take hiking would be 
a lot lighter if I didn’t have to eat or drink…"

Evan's life highlights include seeing seven tornadoes while storm chasing in southeast Colorado the day he graduated 
with his Ph.D., flying through Hurricane Matthew on the NOAA P-3, and traveling to Iceland in the spring of 2015. 

Who’s who in the DTC Evan Kalina



Evaluation of the New Hybrid Vertical Coordinate in the RAP and HRRR
BRIDGES TO OPERATIONS

The terrain-following sigma coordinate has been implemented in many Numerical Weather Prediction (NWP) 
systems, including the Weather Research and Forecasting (WRF) model, and has been used with success for many 
years. However, terrain-following coordinates are known to induce small-scale horizontal and vertical accelerations 
over areas of steep terrain due to the reflection of topography in the model levels. These accelerations introduce 
error into the model equations and can impact model forecasts, especially as errors are advected downwind of major 
mountain ranges.

Efforts to mitigate this problem have been proposed, including Klemp’s smoothed, hybrid-coordinate, in which the 
sigma coordinate is transitioned to a purely isobaric vertical coordinate at a specified level. Initial idealized tests 
using this new vertical coordinate showed promising results with a considerable reduction in small-scale spurious 
accelerations. 

Based on these preliminary findings, the DTC was tasked to test and evaluate both the hybrid vertical coordinate and 
the terrain-following sigma coordinate within the RAP and HRRR forecast systems to assess impacts on retrospective 
cold-start and real-time forecasts.

The DTC conducted several controlled cold-start forecasts and one cycled experiment with the 13 km RAP, initialized 
from the GFS. This sample included days with strong westerly flow across the western CONUS, favoring vertically 
propagating mountain wave activity. In addition, one cycled, 3-km HRRR experiment was initialized from the non-
hybrid coordinate RAP. The only difference between these retrospective runs was the vertical coordinate.

This sample of forecasts indicated the hybrid vertical coordinate produced the largest impact at upper levels, where the 
differences in coordinate surfaces are most pronounced due to the reflection of terrain over mountainous regions. As 
a result, wind speeds with the hybrid coordinate were generally increased near jet axes aloft as vertical and horizontal 
mixing of momentum decreased when compared with the terrain-following coordinate. In addition, the depiction of 
vertical velocity at upper levels was greatly improved with reduced spurious noise and better correlation of vertical 
motion to forecast jet-like features. A corresponding improvement was found in upper-level temperature, relative 
humidity, and wind speed verification when using the hybrid vertical coordinate. The hybrid vertical coordinate will 
be implemented in the operational versions of RAPv4 and HRRRv3 in 2018. 

This work was a collaborative effort between NOAA GSD, DTC, and NCAR MMM. 

Contributed by Jeff Beck. 

This is a cross-section plot of one set of cold-start RAP simulations. The figure 
highlights the reduction in spurious noise above the Rocky Mountains.
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COMMUNITY CONNECTIONS

WRF Users’  Workshop - June 2017

The first Weather Research and Forecasting model (WRF) Users’ Workshop was held in 2000. Since then, eighteen 
annual workshops have been organized and hosted by the National Center for Atmospheric Research in Boulder, 
Colorado to provide a platform where developers and users can share new developments, test results, and feedback. 
This exchange ensures the WRF model continues to progress and remain relevant.
 
The workshop program has evolved through the years. In 2006, instructional sessions were introduced, with the first 
focused on the newly developed WRF Pre-processing System (WPS). The number of users has grown since the WRF 
Version 3 release in 2008, so a lecture series on the fundamentals of physics was introduced in 2010 to train users to 
better understand and apply the model. Since that time, the series has covered microphysics, planetary boundary 
layer (PBL) and land surface physics, convection and atmospheric radiation. The series then expanded to address 
dynamics, modeling system best practices, and computing.
 
The 18th WRF Users’ Workshop was held June 12 – 16, 2017. The workshop was attended by 180 users from 20 
countries, including 57 first time attendees, and 130 papers were presented. The first afternoon of the workshop, 
four lectures covered the basics of ensemble forecasting, model error, verification and virtualization of ensemble 
forecast products. The following days included nine sessions on a wide range of WRF model development and 
applications. On Friday, five mini-tutorials were offered on WRF-Hydro, Model for Prediction Across Scales (MPAS) 
for WRF Users, Visualization and Analysis Platform for Ocean, Atmosphere, and Solar Researchers (VAPOR), NCAR 
Common Language (NCL) and WRF-Python. All workshop presentations are available from http://www.mmm.ucar.
edu/wrf/users/workshops/WS2017/WorkshopPapers.php.
 
The WRF Modeling System Development session included the annual update, plus status reports on WRF Data 
Assimilation (WRFDA), WRF-Chem, WRF software, Gridpoint Statistical Interpolation (GSI), Hurricane WRF (HWRF) 
and WRF-Hydro. A hybrid vertical coordinate was introduced in Version 3.9 for the Advanced Research WRF (ARW) 
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 Did YouKnow
A single column model (SCM) can be an easy, quick, and cheap way to test new or updated physics schemes. An 
SCM replaces advection from a dynamical core with forcing that approximates how the atmospheric column state 
changes due to large-scale horizontal winds. An atmospheric physics suite then calculates impacts to radiation, 
convection, microphysics, vertical diffusion and other physical processes as the forcing alters the column state.

The SCM approach is conceptually simple, extremely quick to run (less than a minute on a laptop), and makes 
interpretation of results less ambiguous because it eliminates three-dimensional dynamical core feedbacks. It can 
also be relatively straightforward to compare how different physics respond to identical forcing and to perhaps 
provide evidence or justification for more expensive three-dimensional modeling tests.

The DTC’s Global Model Test Bed (GMTB) project built an SCM on top of the operational Global Forecast System (GFS) 
physics suite and used it as part of a physics test harness. It can be considered the simplest tier within a hierarchy of 
physics testing methods. Recently, it has been used to compare how the operational GFS suite performs compared 
to one with an advanced convective parameterization for simulations of maritime and continental deep convection.

The SCM code is available to collaborators on NOAA's VLab, and will be updated periodically to keep pace with 
changes in the operational FV3-GFS model. Additionally, as the Common Community Physics Package comes online 
in the near future, the SCM will be compatible with all physics within that framework. 

Contributed by Grant Firl. 

that may potentially improve prediction in the upper-air jet streak region. Another notable addition to the model 
is the predicted particle properties or P3 scheme, a new type of microphysics.   
 
Both data assimilation and model physics were improved in the operational application of WRF in the Rapid 
Refresh (RAP) and High-Resolution Rapid Refresh (HRRR) models. Advances were made in the Grell-Freitas 
cumulus scheme, Mellor-Yamada-Nakanishi-Niino (MYNN) PBL scheme and the Rapid Update Cycle (RUC) Land 
Surface Model (LSM). The HWRF operational upgrade included a scale-aware Simplified Arakawa Schubert (SAS) 
cumulus scheme, new Ferrier-Aligo microphysics schemes, and improved data assimilation. Other development 
and applications of WRF were also presented. Notably, the large-eddy simulation (LES) capability has been 
extended to many real-data applications in recent years.
 
There were two discussions during the workshop devoted to physics suites and model unification. Two suites of 
pre-selected physics combinations are now available in V3.9 that are verified to work well together for weather 
prediction applications. The second discussion was about model unification between WRF and the newer 
MPAS. While the two models remain independent, both are supported by the community and aspects of their 
development effort can be shared.
 
The next WRF Users’ Workshop will be in June 2018.  

Contributed by Wei Wang. 
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DTC’s primary sponsors are the 
National Oceanic & Atmospheric 
Administration (NOAA), the Air 
Force, the National Center for At-
mospheric Research (NCAR), and 
the National Science Foundation.
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NEWS FROM THE DTC

Announcements, Events and Presentations

SOFTWARE RELEASES

Prospective contributors to DTC Software GSI-EnKF and HWRF can apply to the DTC Visitor Program. The DTC Visitor 
Program is open to applications year-round. Please check the visitor program web page (https://www.dtcenter.org/
visitors/) for the latest announcement of opportunity and application procedures. 

GSI-EnKF:  The Developmental Testbed Center (DTC) is pleased to announce the release of the following community 
data assimilation systems. 

•	 Version 3.6 of the Gridpoint Statistical Interpolation (GSI) data assimilation system, see http://www.dtcenter.
org/com-GSI/users/index.php, send questions and inquiries to the help desk emails: gsi-help@ucar.edu

•	 Version 1.2 of the Ensemble Kalman Filter (EnKF) data assimilation system, see http://www.dtcenter.org/
EnKF/users/index.php, send questions and inquiries to the help desk emails: gsi-help@ucar.edu and enkf-help@
ucar.edu

GSI and EnKF are community data assimilation systems, open to contributions from both the operational and re-
search communities. Please contact the help desk for assistance on gaining access to the development code reposi-
tory and learning about code commit procedures. Contributed by Hui Shao. 

HWRFv3.9a:  The Developmental Testbed Center (DTC) is pleased to announce the release of version 3.9a of the 
community HWRF modeling system. The release includes all components of the system: scripts, data preprocessing, 
vortex initialization, data assimilation, atmospheric and ocean models, coupler, postprocessor, and vortex tracker. 
Both the Scientific Documentation and the Users Guide have been updated.

Users may go to http://www.dtcenter.org/HurrWRF/users to download codes, acquire datasets, and get information 
and documentation about HWRF. For questions and inquires, contact hwrf-help@ucar.edu.  

EVENTS

HWRF Tutorial, NOAA Center for Weather and Climate Predication in College Park, MD; 23-25 January 2018. The HWRF 
tutorial will be a three-day event organized by the DTC and NOAA’s Environmental Modeling Center (EMC). The Hurricane 
Weather Research and Forecast (HWRF) system is a coupled atmosphere-ocean model suitable for tropical cyclone (TC) 
research and forecasting in all Northern and Southern Hemisphere ocean basins.
Tutorial participants can expect to hear lectures on all aspects of HWRF, including model physics and dynamics, nesting, 
initialization, coupling with the ocean, postprocessing, and vortex tracking. Additionally, enrichment lectures on HWRF's 
multistorm capability, TC verification, HWRF ensemble system, and NCEP's future plans for TC numerical weather predic-
tion will be presented. Practical sessions will give tutorial participants hands-on experience in running HWRF.
Registration, a draft agenda, and information about hotel accommodations and other logistics can be found on our tuto-
rial website, https://dtcenter.org/HurrWRF/users/.  

This newsletter is published by:

Developmental Testbed Center 
P.O. Box 3000  
Boulder, CO 80307-3000 USA

www.dtcenter.org

Editors: Susan Cobb and Paula McCaslin


