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ABSTRACT: A large cadre of physics developers, model developers interested in physics-dynamics coupling, code managers, computa-
tional scientists met virtually for the Common Community Physics Package (CCPP) Visioning Workshop to discuss the current status and
future of the project. Key topics included the need for additional functionality, preparing for physics parameterizations of the future, and
improving inter-institutional cooperation for collective physics development.

1. Introduction

On August 15-17 of 2023, 81 scientists, engineers, and
code managers in the atmospheric model development
community gathered virtually to discuss the current sta-
tus and the future direction of the Common Community
Physics Package (CCPP). The CCPP consists of two pieces:
a repository of physical parameterizations with standard-
ized interfaces that comply with a set of agreed-upon rules,
and a software framework for autogenerating the interface
between the CCPP-compliant physics schemes and a host
model (Heinzeller et al. (2023), Bernardet et al. (submit-
ted)). The CCPP is currently being used operationally at
NOAA within the Hurricane Analysis and Forecast System
v1.0 as of June 2023 and is slated to be used in the next
operational implementations of the GFS, the GEFS, and
the Rapid Refresh Forecast System. Other prominent US-
based modeling centers considering adopting the CCPP are
NRL (through the Navy Environmental Prediction System
Using the Nonhydrostatic Core (NEPTUNE)) and NCAR
through the System for Integrated Modeling of the Atmo-
sphere (SIMA).

Although the CCPP has reached a basic state of maturity
within several NOAA modeling applications and was writ-
ten with a goal of host model agnosticism, its use beyond
NOAA models likely requires new functionality. In addi-
tion, planning for future implementations of physics codes
including extra-columnar algorithms (“three-dimensional
physics”), full utilization of diverse (CPU/GPU) compute
architectures, and coupling with chemistry/aerosol mod-
ules has become necessary and is a prudent next step for
continued development of the CCPP. Prior to the work-
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shop, the organizing committee created and distributed a
survey to likely participants to solicit input regarding the
list of topics to be covered during the event in order to
prioritize and to be able to address the most relevant topics
for all participant groups. The survey results heavily influ-
enced the final agenda which was split into three half-days.
The first day contained CCPP overview content to famil-
iarize newcomers with the basic tenets of the CCPP and to
serve as review for more advanced participants. The final
two days consisted primarily of discussion sessions aiming
to answer remaining questions and inform and prioritize
future development through an open venue.

2. CCPP Overview and Review

The workshop began with four presentations from De-
velopmental Testbed Center (DTC) staff, starting with a
broad programmatic overview of the CCPP. It covered the
motivation for the CCPP’s existence, its development and
use history, particularly how it relates to the Unified Fore-
cast System (UFS, Jacobs (2021)), the governance structure
for the CCPP repositories, recent code updates, and cur-
rent and near-future development activities. The second
presentation provided an overview of some of the techni-
cal aspects of the CCPP. In particular, it explained how the
CCPP fits within an existing host model’s infrastructure,
the requirements for a parameterization to be considered
“CCPP-compliant”, how suites of parameterizations are
assembled, how a host model uses the CCPP application
programming interface (API), and finally how the CCPP
Framework operates on host-side and physics-side meta-
data to autogenerate the physics “caps”, or drivers. Next,
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current code management practices of the CCPP repos-
itories were presented, highlighting the extensive use of
GitHub forks, pull requests, code reviews, releases and
tagging, and regression testing on multiple compute plat-
forms.

The last session of the first day featured a brief overview
of the CCPP Single-Column Model (SCM) and a code
walkthrough to demonstrate many of the topics discussed
during the technical overview. The SCM overview covered
the motivation for its existence, use, and continued main-
tenance, how one can force the model, and how it shares
common components with NOAA’s UFS. The code walk-
through provided glimpses of all of the pieces that make
the CCPP work. It demonstrated what is expected of pa-
rameterizations that operate within the CCPP system, how
host models can configure and interact with the physics,
how the CCPP framework ingests information from both
the host and the physics to do its job of making the host-
physics interface, and finally what the autogenerated pieces
of code look like. The first day’s presentations fulfilled the
goal of informing participants of existing capabilities and
limitations of the CCPP while elevating the baseline aware-
ness of workshop attendees to prime the discussions to be
held on subsequent days of the workshop.

3. Improvement of Existing Practices

The goal for the morning session of the second day of the
workshop was to gather feedback from physics developers
regarding potential improvements to current code man-
agement practices, documentation, support, training, and
releases. Regarding code management, it was determined
that one of the highest priorities is to develop a strategy for
organization of the CCPP Physics repository. Switching
from a flat directory structure to a system with subdirecto-
ries for each physical process and individual subdirectories
for any host-specific “glue code” will help developers to
understand the context of the code better. In addition, it
was discussed whether to encourage more scheme devel-
opers to use git submodules to maintain a higher degree
of control or independence. While this can be positive for
some developers, allowing them to centralize their devel-
opment across hosts, CCPP-compliant or otherwise, it can
add a layer of complexity to the host’s code management.
Another important issue is the ability to create code “snap-
shots” that are well-tested or otherwise have known char-
acteristics. Although there is currently a system in place
to create git tags for this purpose within the context of
NOAA models, it isn’t clear whether this will be adequate
to scale to additional host models. The prospect of creat-
ing tags with semantic versioning (i.e. major.minor.patch)
every time the entire CCPP Physics repository changes
substantially might be an improvement for higher tempo-
ral resolution of code snapshots. However, it’s not clear
whether such tags at the repository level will suffice in

terms of code provenance granularity for all purposes; i.e.
this does not solve the problem of more carefully tracking
code changes at the individual scheme level.

One of the key tenets of the CCPP is to be able to iden-
tify variables by a “standard name” that is shared across
physics parameterizations and hosts. A dictionary of these
exists in its own GitHub repository for the purpose of man-
aging a superset of standard names that are shared amongst
physics parameterizations and host models. Since it is cru-
cial for developers to have an easy-to-use dictionary, im-
provements were discussed, such as standing up a formal
governance, calling out unavoidably host-specific names
in the dictionary, and implementing a search function. The
standard name is just one of the variable attributes currently
found in the CCPP metadata; suggestions have been made
to extend these further. For example, adding attributes
that designate whether a variable is needed for restart ca-
pability, whether a variable is only used in diagnostics,
and whether a variable is permanent (needs to retain its
value between timesteps) or ephemeral (can be reset, re-
initialized, or otherwise forgotten between timesteps) were
discussed.

Given the community development paradigm of the
CCPP, several topics related to community conflict res-
olution were discussed. One concern is that the CCPP
makes it too easy for users to use physics parameterizations
out-of-context. It was discussed that the best practice for
a scheme’s documentation is for the developer to provide
use guidelines and restrictions. For example, information
about the intended horizontal grid size, the host applica-
tion from which the scheme originated, vertical coordinate
information, and acceptable ranges of tunable parameters
would all help to dissuade “misuse” and improper dissemi-
nation of results obtained thereof. Second, as more groups
contribute to and use the CCPP, proper coordination be-
comes paramount. An overarching entity to provide such
coordination could help to recognize and then to eliminate
or otherwise address code divergence when it occurs.

4. Preparation for Next-generation Physics Parameter-
izations

Significant work has been and continues to be put into
aerosol and chemistry codes and their interaction with
physics parameterizations. It has so far remained an open
question as to how the CCPP can better support interaction
with these types of codes, whose represented processes
can be tightly coupled with physics. There seems to be
two competing approaches to couple aerosol and chem-
istry codes with a host model and its physics – one where
the relatively looser coupling happens through the host
model and one where the relatively tighter coupling hap-
pens through the physics. Examples of both approaches
can be found within the NOAA modeling ecosystem. The
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CCPP is better positioned to interact with the tighter cou-
pling paradigm, given its built-in flexibility, although some
concerns have been raised related to the use of immutable
standard names for context-sensitive variables used in some
chemistry modules. A path forward was discussed for
creating a CCPP-sanctioned abstract derived data type to
ameliorate this concern.

One of the existing limitations of the CCPP is its as-
sumption of columnar-only physics schemes. Parame-
terizations that have horizontal components, i.e. “three-
dimensional physics”, are something that the CCPP may
need to support, and, therefore, were a discussion topic
during the workshop. One of the outcomes of the dis-
cussion was that, in general, extending support for three-
dimensional physics was deemed to be challenging and
to have questionable cost/benefit metrics. Horizontal grid
geometry, indexing, and domain decomposition issues are
likely too host-specific for the CCPP to efficiently han-
dle. Should it be deemed appropriate to eventually support
three-dimensional schemes, it was suggested that the CCPP
could define an abstract base class and associated methods.
Because host models are required to know about the par-
ticular grid geometry being used, they would be required
to extend such a base class and its methods in order to pro-
vide functions like supplying halo indices and geometry,
for providing area averaging functions, or for de-staggering
variables to potentially enable some three-dimensional op-
erations from within CCPP physics schemes.

One benefit of the columnar nature of most atmospheric
physics is that they lend themselves well to parallelization.
Until recently, the CCPP has primarily been concerned
with coarse-grain parallelism using threaded, multi-node
CPU compute architectures. Utilizing fine-grain architec-
ture with graphical processing units (GPUs), as well as
arbitrarily-heterogeneous (between CPU and GPU) com-
pute architectures has become a priority. The workshop
featured a plenary discussion on this topic and some em-
phasis was placed on the choice of accelerator technol-
ogy, e.g. CUDA vs openACC. Although some schemes
within the CCPP Physics repository already have ope-
nACC directives for GPU acceleration, it remains unclear
as to which technology is most prudent to support. Ope-
nACC directives probably have a lower barrier-to-entry to
physics developers, while CUDA is seen as likely more
performant and less vendor-locked. Code management
questions surrounding whose responsibility (developer vs
CCPP code maintainers) should enable and maintain exe-
cution on GPUs, how GPU-enabled code can be regression
tested, and what computational penalties there may be for
the desired heterogeneity remain open.

Significant time in breakout sessions was devoted to dis-
cussing a broad range of potential new functionality to be
added to the CCPP. A through line that arose was the desire
to enable greater consistency amongst schemes in a suite.
One step toward this goal is for the CCPP to provide a

module for common atmospheric physics functions. Such
a module could be used by all CCPP schemes to provide
consistent methods for common functions that need to be
called at multiple points within a suite’s execution, like
the calculation of saturation vapor pressure, for example.
Since the goal is consistency across the entire model and
many hosts likely already carry some functions of this type
(including in their postprocessing), care must be taken to
ensure consistency and code reuse across all model com-
ponents to realize the full benefits. A similar well-received
idea is for the CCPP to provide functions to automatically
convert variables, e.g from temperature to potential tem-
perature.

Another new functionality discussed relates to flexibil-
ity for time and space discretization. The CCPP could be
made an even more useful tool for physics-dynamics cou-
pling research by adding functionality to flexibly choose
which schemes (or groups of schemes) in a suite should use
process- vs. time-split (i.e. parallel vs. serial) time cou-
pling. For vertical discretization, a longstanding issue has
been that some modeling groups define arrays and loops as
surface-up and others define them as top-of-atmosphere-
down. The CCPP should be able to handle schemes writ-
ten for either orientation, either by providing automatic
variable flipping or requiring that schemes write vertical
orientation-agnostic loops. For horizontal discretization,
two discussion topics arose. One was related to the use
of subcolumns within physics (e.g. for fractional surface
tiles, multiple convective plumes, etc.) which often re-
quire splitting and aggregation of subcolumns and/or mul-
tiple scheme calls. It was agreed that the current, manual
coding approach, with associated variable proliferation to
handle these situations, is not portable between hosts and
generates significant code maintenance issues. A general-
ized approach handled by the CCPP could add a lot of value
for physics developers and code maintainers and could have
an added benefit of contributing to a computational load
balancing solution. A second horizontal grid issue is for
the CCPP Framework to add the ability for schemes within
a suite to run on different horizontal grids (e.g. radiation
on a coarser grid). While this topic elicited interest, it was
not considered high-priority.

5. Conclusion

A significant debt of gratitude is owed to the participants
of the workshop. The gathering enjoyed relatively broad
participation from four NCAR labs (Research Applica-
tion Laboratory, Mesoscale and Microscale Meteorology,
Climate and Global Dynamics, and Atmospheric Chem-
istry Observations and Modeling) and six NOAA labs
and centers (Physical Sciences Laboratory, Global Sys-
tems Laboratory, Environmental Modeling Center, Geo-
physical Fluid Dynamics Laboratory, Chemical Sciences
Laboratory, and the National Severe Storms Laboratory),
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making up approximately two-thirds of the group. The
final one-third of participants hailed from the U.S. DOE
Pacific Northwest National Laboratory, the Joint Center
for Satellite Data Assimilation, the United States Naval
Research Laboratory, the Brazilian National Institute for
Space Research, the Stevens Institute of Technology, the
University of Maryland, the Central University of Ra-
jasthan, and the Norwegian Meteorological Institute. The
strong cross-institutional engagement in the CCPP project
as evidenced by this workshop is a fine example of the
spirit of scientific collaboration and signals a robust incli-
nation amongst the community to collaborate on physics
development. Through the continued development of this
software, the goal of easily sharing physics codes across in-
stitutions and their models should “lift all boats” toward the
ultimate aims of scientific discovery and ever-more-useful
weather forecasts.
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