
MET+ Overview 



● Python wrappers 
around MET and 
METViewer:

● Simple to set-up and 
run

● Automated plotting of 
2D fields and statistics

MET+

Initial system - Global 
deterministic with plans to 
generalize across scales 
when possible to quickly 
spin-up Ensembles, High 
Resolution & Global 
Components
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What is currently wrapped with Python?
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What does wrapped by Python mean?



From .conf
to running MET
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What does wrapped by Python mean?

Contro
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At https://github.com/NCAR/METplus/



What does wrapped by Python mean?
METplus/parm/use_cases/feature_relative/examples/series_by
_lead_all_fhrs.conf

series_by_lead_all_fhrs.conf
[config]
PROCESS_LIST = TcPairs, ExtractTiles, SeriesByLead

# Series analysis config file used by MET
SERIES_ANALYSIS_BY_LEAD_CONFIG_FILE = 
{PARM_BASE}/met_config/SeriesAnalysisConfig_by_lead

# Variables and levels of interest
VAR_LIST = TMP/P850, HGT/P500

# Statistics of interest (Must always have include TOTAL)
STAT_LIST = TOTAL, FBAR, OBAR, ME

#TC-STAT filtering options used to extract tiles
EXTRACT_TILES_FILTER_OPTS = -basin ML

# The init time begin and end times, increment, and last init hour.
INIT_TIME_FMT = %Y%m%d
INIT_BEG = 20141214
INIT_END = 20141216
INIT_INC =  21600



What does wrapped by Python mean?

In Configs:
Environmen
t variables 
passed in 
from 
Constants 
File

At https://github.com/NCAR/METplus/

Series_Analysis_Config



What does wrapped by Python mean?
METplus/parm/use_cases/feature_relative/examples/series_by
_lead_all_fhrs.conf

series_by_lead_all_fhrs.conf
[config]
PROCESS_LIST = TcPairs, ExtractTiles, SeriesByLead

# Series analysis config file used by MET
SERIES_ANALYSIS_BY_LEAD_CONFIG_FILE = 
{PARM_BASE}/met_config/SeriesAnalysisConfig_by_lead

# Variables and levels of interest
VAR_LIST = TMP/P850, HGT/P500

# Statistics of interest (Must always have include TOTAL)
STAT_LIST = TOTAL, FBAR, OBAR, ME

#TC-STAT filtering options used to extract tiles
EXTRACT_TILES_FILTER_OPTS = -basin ML

# The init time begin and end times, increment, and last init hour.
INIT_TIME_FMT = %Y%m%d
INIT_BEG = 20141214
INIT_END = 20141216
INIT_INC =  21600



MET+ Beta - Prerequisites

● Python 2.7  ** When we started this was specified by 
NCO

● R version 3.25 ** Only if you are using plot_tcmpr.R 
tool

● nco (netCDF operators)
● MET version 6.0 or later installed 

** Tool is designed to sit on-top of MET and should be 
version insensitive after METv6.0

● Basic familiarity with MET



MET+ Beta Installations

11

● Theia
● /scratch4/BMC/dtc/Tara.Jensen/METplus
● WCOSS
● Gyre: /global/noscrub/Julie.Prestopnik/METplus
● Surge: 

/gpfs/hps3/emc/global/noscrub/Julie.Prestopnik/M
ETplus



Instructions for grabbing 
release:
https://github.com/NCAR/ME
Tplus

Instructions for downloading:
Click on the green download 
button on right side

Instructions for cloning:
• git clone 

https://github.com/NCAR/M
ETplus

• You should now have a 
METplus directory

Getting Started



Grabbing the Release



Grabbing the Release
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Recommended Procedure - User
https://github.com/NCAR/METplus/wiki/GitHub-Repo-
Information
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https://github.com/NCAR/METplus/wiki/GitHub-Repo-
Information

Recommended Procedure - Developer



Existing MET Builds

https://dtcenter.org/met/users/downloads/existing_met_builds/M
ETv6.1_existing_met_builds.php



Setting up profile - Theia
Theia - .cshrc
set loadmemetplus='yes'
if ( $loadmemetplus == 'yes' ) then

module use /contrib/modulefiles
module load met
module load nco
module load wgrib2
module load R
set METPLUS_PATH=/scratch4/BMC/dtc/Tara.Jensen/METplus
set MET_PATH=/contrib/met/6.1
setenv JLOGFILE ${METPLUS_PATH}/logs/metplus_jlogfile
setenv  PYTHONPATH 

${METPLUS_PATH}/ush:${METPLUS_PATH}/parm
setenv  PATH ${PATH}:${METPLUS_PATH}/ush:.

endif



Setting up profile - Gyre
WCOSS - /u/user/.bashrc
set loadmetplus='yes'
if [ $loadmetplus=='yes' ]; then

echo "Loading METplus environment"
module use /global/noscrub/Julie.Prestopnik/modulefiles
module load met/6.1
module load nco
module load grib_util/v1.0.3
module use /usrx/local/dev/modulefiles
module load python
export METPLUS_DEMO="/global/noscrub/Julie.Prestopnik/"
export MET_DEMO="/global/noscrub/Julie.Prestopnik/met/6.1"
export JLOGFILE="${METPLUS_DEMO}/METplus/logs/metplus_jlogfile"
export 

PYTHONPATH="${METPLUS_DEMO}/METplus/ush:${METPLUS_DEMO
}/METplus/parm"

export PATH="${PATH}:${METPLUS_DEMO}/METplus/ush:." 
fi



Setting up profile - Surge
set loadmetplus='yes'
if [ $loadmetplus=='yes' ]; then

echo "Loading METplus environment"
module use /gpfs/hps3/emc/global/noscrub/Julie.Prestopnik/modulefiles
module load met/6.1
module load grib_util/1.0.3
module use /usrx/local/dev/modulefiles
module load python
module load nco-gnu-sandybridge/4.4.4
export METPLUS_DEMO="/gpfs/hps3/emc/global/noscrub/Julie.Prestopnik/"
export MET_DEMO="/gpfs/hps3/emc/global/noscrub/Julie.Prestopnik/met/6.1"
export JLOGFILE="${METPLUS_DEMO}/METplus/logs/metplus_jlogfile"
export 

PYTHONPATH="${METPLUS_DEMO}/METplus/ush:${METPLUS_DEMO}/MET
plus/parm"

export PATH="${PATH}:${METPLUS_DEMO}/METplus/ush:."
fi



Directory Structure
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● doc/ - Doxygen documentation
● internal_tests/ - developer tests
● parm/ - where configs live
● README.md - general README
● sorc/ - executables
● ush/ - python scripts



METplus/doc
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METplus/internal_tests



METplus/parm

METplus/sorc



METplus/ush
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Key to running METplus – parm dir
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● Met_config
● All MET configuration files with Environment Variables should reside here

● Metplus_config
● Three basic files that can be set by a system administrator for all to use

● Use_cases
● feature_relative

● Three ways of running feature_relative software
● qpf

● One example of grib to grib comparison and lots of GEMPAK examples
● track_and_intensity

● One example of computing track and intensity scores using plot_tcmpr.R
script 

● {user}_system.conf.{system_name}
● Allows user to over-ride base system setting and write data into a given 

directory



Suggestions on how to set up parm dir
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● Met_config
● All MET configuration files with Environment Variables should reside 

here
● Metplus_config

● Common install for BRANCH – includes paths to commonly used 
data

● Use_cases
● Common install for FUNCTIONAL GROUP – includes paths for tests 

your conducting
● {user}_system.conf.{system_name}

● Place your variances from use-cases in here, including pointing to 
your output directory, or pointing to a different config you are trying, 
etc…



Key to running METplus- parm dir
● Met_config

● All MET configuration files with Environment Variables should reside here
● Metplus_config

● Three basic files that can be set by a system administrator for all to use
● Use_cases

● feature_relative
● Three ways of running feature_relative software

● qpf
● One example of grib to grib comparison and lots of GEMPAK examples

● track_and_intensity
● One example of computing track and intensity scores using plot_tcmpr.R 

script 
● {user}_system.conf.{system_name}

● Allows user to over-ride base system setting and write data into a given 
directory
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Three Use Cases
● Track and Intensity

● Using MET-TC to pair up ATCF track files
● plot_tcmpr.R  to compute track and intensity errors and plot

● Feature Relative
● Use MET-TC to pair up ATCF track files
● Extract 30deg by 30deg tiles from GFS Forecast and Analysis files for 

comparison
● Use Series-Analysis to compute statistics for the stack of tiles over CONUS
● Use Plot-Data-Plane to generate quick look plots

● QPF
● Use Pcp-Combine to accumulate 1-hr QPE into 3-hr accumulation
● Use Grid-Stat to compute Categorical statistics  
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Phase I – Left to be done
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● Moving MET code-base from SVN to GitHub
● Additional scripting to emulate base Global 

verification
● Scripting to push data to METViewer server, 

load data and make basic batch plots
● Install and test on Theia and WCOSS a
● Python scripting to emulate base Global Vx 

plots 



Where to get help
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● GitHub Instructions at Release link
● https://github.com/NCAR/METplus/rele
ases

● Click on 
Instructions_METplus_Beta.pdf

● Contact met_help@ucar.edu



Supplementary Slides
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MET+ Coding Standards

● NCEP Coding Standards

● NCO WCOSS Implementation Standards for 
directory structure and script naming conventions 
(http://www.nco.ncep.noaa.gov/idsb/implementation_
standards/)

● pep8 for code style

● Doxygen and Python docstrings for documentation


