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Motivation & Goals 
�  A need was identified for additional training specifically 

focused on python for HWRF geared towards HWRF 
developers 

�  DTC & EMC decided to host focused training 
�  python scripts should not be obstacle for development! 

�  Developers were polled for interest and range of topics 
necessary to gain better understanding of Python for HWRF 

�  Goals  
ü Provide developers with general overview and tools necessary 

to better understand HWRF python scripts 
ü Provide resources to help after returning to home institution 
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Agenda 
Thursday November 19 

1:30 PM System Overview Kathryn 

2:00 PM Object-oriented Scripts Sam 

2:30 PM Rocoto for HWRF Christina 

3:00 PM Configuring Sam 

3:30 PM                            Break 

3:50 PM Logs Overview Christina 

4:20 PM Scripts: Part 1 Christina 

Friday November 20 

9:00 AM Scripts: Part 2 Christina 

10:00 AM Database Sam 

10:30 AM                           Break 

10:45 AM Debugging Christina 
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Kathryn Newman 
 

HWRF Python Scripts Training 
Miami, FL 

November 19, 2015 

System Overview  



Outline 
�  Current HWRF capabilities 

� Default configurations 
� Other capabilities & basic information 

�  Resources for users and developers 
� Documentation 
� HWRF Developer website 
�  EMC HWRF web documentation 
� General Python help 
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Current HWRF capabilities 
Default configurations 
Additional capabilities 
Misc 
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Default settings for each basin 

Default operational configurations.  
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hwrf_AL.conf 

Empty – to 
ensure uses 
default 
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All other basins 

•  Starting in 2015, HWRF is run operationally for all ocean basins globally. 
•   Configuration of the vertical levels differs depending on which basin 

Running HWRF for non-operational configurations will 
be discussed later... 
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*Figure is simplified (no input, archive, scrub) 



Other capabilities 
�  Full system in all basins 

�  61 layer vertical structure, GSI data assimilation, POM ocean coupling, and a 40 
member ensemble 

�  27:9:3 resolution 
�  Lower vertical structure (Lower model top and 43 vertical levels) 
�  3 km configuration 
�  GEFS-based HWRF ensemble 
�  Different forecast length (Any 6-hrly forecast length from 12 up to 126 hours) 
�  Changing physics schemes 

�  SAS in all domains, Thompson MP, Ferrier-Aligo with species advection 
�  Disable GSI, DA ensemble, ocean coupling, initialization 
�  Run without spectral files 
�  Multistorm capability 

�  HWRF multistorm capability in HWRF trunk 
�  Instructions for running included in standard checkout doc/multistorm.md and 

http://www.emc.ncep.noaa.gov/HWRF/scripts/
HWRF_MULTISTORM.html 

http://www.emc.ncep.noaa.gov/HWRF/scripts/available_configurations.html 
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Module files 
Scripts directory structure overview 
HWRF directory structure 
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Module files 
�  New build process on Jet (optional) 

� Using module files included in the HWRF system 

�  Purges all loaded modules in user’s environment and load those 
necessary for HWRF compile 

� Once HWRF module is loaded, compile 

 
module use /${HOMEhwrf}/modulefiles/$site # $site=jet, wcoss, etc.

module load HWRF/build
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Scripts Directory structure 
�  HWRF launching script 

�  Sets up the workflow for a particular cycle 
�  Data pushing/pulling scripts 

�  Pulls data for input to HWRF 
�  Data tanks to BUFR files 
�  Pushes data to tape, archival 

�  Initialization scripts 
�  Ocean, spectral processing, relocate, GSI, merge 

�  Forecast and post-processing 
�  GSI post, forecast, unipost, post, products, output  

�  Data Assimilation Ensemble 
�  ensda_pre, ensda, ensda_post 

Scripts I and II lectures 
give much more detail! 
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HWRF directory structure 
�  Knowing where data will show up can tell you a lot about what 

is going on with HWRF and why. 
�  The HWRF system has several key directories 

� HOMEhwrf: installation directory 
� WORKhwrf: the work directory for each cycle. Each storm and 

cycle has its own work directory. In Rocoto workflow, this 
directory contains logs 

�  intercom: a directory used trade data between jobs for one storm 
and cycle. This is inside the WORKhwrf directory 

�  com: the com directory for each cycle. A job for one storm or 
cycle will never access another storm or cycle except through its 
com directory 

�  log: contains log files that are not specific to a storm or cycle  
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Resources for users and developers 

Documentation 
Developer webpage 
Developer committee meetings and mailing list 
Doxygen 
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User support webpage  
www.dtcenter.org/HurrWRF/users 
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Scientific Documentation 
�  Technical information covering each HWRF component 

� Authorship includes developers and experts 
� Chapters covering: 

�  HWRF introduction 
�  HWRF Initialization 
�  MPI POM-TC 
�  Physics Packages in HWRF 
�  Design of moving nest 
�  Use of GFDL Vortex Tracker 
�  The idealized HWRF framework 

http://www.dtcenter.org/HurrWRF/users/docs/scientific_documents/
HWRF_v3.7a_SD.pdf 18 



HWRF v3.7a User’s Guide 
�  Includes detailed instructions on running each component 

� Geared towards public release, so some aspects will be missing 
� Running with wrappers, no Rocoto information 

�  Content: 
�  Introduction & software installation 
� Running HWRF 
� HWRF preprocessing system 
� Vortex Relocation 
� DA 
� Merge 
 http://www.dtcenter.org/HurrWRF/users/docs/users_guide/HWRF_v3.7a_UG.pdf 

� MPIPOM-TC 
�  Forecast Model 
�  Post processor 
�  Forecast products 
�  Idealized 
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HWRF Developers Website 
http://www.dtcenter.org/HurrWRF/developers 

Information hub for all developers 
Trainings offered in 2014: 
•  HWRF automation with  the Rocoto workflow 

management system 
•  HWRF code management 
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Communications 
�  HWRF Developers Committee 
� All developers welcome to biweekly meetings  
�  Forum for discussion, plans, 

and updates for development, 
including testing, evaluation, 
and technical aspects 

�  Mailing list for exchanging 
information about 
development 
�  hwrf_developers@rap.ucar.edu 
� All those with HWRF 

repository access are members 
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EMC HWRF scripts documentation 
page 
�  What is doxygen? 
�  Scripting system documentation 

� Documents every aspect of the HWRF scripts (high and low 
level) 

�  Every function, argument, class, script, module, member 
variable and module-level variable is documented 

�  Where? 
�  http://www.emc.ncep.noaa.gov/HWRF/scripts/index.html 
� Generating the website: 

    1 svn checkout https://svn-dtc-hwrf.cgd.ucar.edu/trunk HWRF
    2 cd HWRF/sorc/
    3 make doc
    4 cd ../doc
    5 # copy the html/ directory to a web server22 



Doxygen 
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Doxygen 
�  Configuring and running HWRF 

� HWRF configuration guide 
� HWRF Rocoto workflow 
� HWRF multistorm 

�  Developing the HWRF 
�  Includes high level overview pages 
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Doxygen 
�  Includes Guides 

�  Installing, configuring, running HWRF, scripts overview 

�  Packages 
�  Classses 
�  Python Files 
�  Configuration Files 
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General Python help 
�  Online (https://docs.python.org/release/2.6.6/) 
�  Open python in a terminal and use help() function for 

particular function.  An example to get information with a 
list: 

$ python 
$ help(list) 

�  Must use Python v2.6.6.  
�  Only version available on NOAA machines. 2.7 may be used 

in future because it's the long-term support release. Version 3 
is basically a different language. 
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Questions? 
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